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Neural architectures are getting 
increasingly more specialized and complex

Neural architecture search

Source: https://towardsdatascience.com/understanding-and-visualizing-densenets-7f688092391a



Roadmap

● Background
● “BayesOpt + neural predictor” framework

○ Encodings
○ Predictor / Uncertainty Calibration
○ Acquisition function
○ Acquisition function optimization

⇒ BANANAS



Cell-based search spaces

Search over a small labeled DAG

Stack the DAG on itself multiple times

● NAS-Bench-101 [Ying et al. 2019]
● NAS-Bench-201 [Dong & Yang 2019]
● DARTS [Liu et al. 2018]

[Ying et al. 2019]



Bayesian optimization
● NASBOT [Kandasamy et al. ‘18], Auto-Keras [Jin et al. ‘18]
● Popular method in HPO, but not straightforward for NAS 

○ Gaussian process - scalability
○ Hand-designed distance function

Sources: http://keyonvafa.com/gp-tutorial/, https://katbailey.github.io/post/gaussian-processes-for-dummies/

http://keyonvafa.com/gp-tutorial/
https://katbailey.github.io/post/gaussian-processes-for-dummies/


“BO + Neural Predictor” Framework
● NASGBO [Ma et al. ‘19], BONAS [Shi et al. ‘19], BANANAS

Neural predictorGaussian process
Source: http://keyonvafa.com/gp-tutorial/

http://keyonvafa.com/gp-tutorial/


“BO + Neural Predictor” Framework

Train 10 arches each iteration



“BO + Neural Predictor” Components

● Architecture encoding
● Uncertainty calibration
● Neural predictor 

architecture
● Acquisition optimization 

strategy
● Acquisition function



Most NAS algorithms use 
the adjacency matrix 
encoding

Adjacency Matrix Encoding

Features are highly 
dependent on one 
another



Path Encoding

Each path from input 
to output is a feature 

Much more direct 
correlation with 
accuracy



Truncated Path Encoding

Exponential in the 
number of nodes



Truncated Path Encoding

Rare 
topology

Common 
topology



Uncertainty prediction + architecture

GraphNN and path-encoding perform best

Perf. in BO frameworkUncertainty (RMSCE)Standalone (MAE) 



Acquisition Function

● Exploration vs. exploitation

Neural predictor estimates



Acquisition Function Optimization

● *Small mutations* of the 
best architectures is best

● Predictions are most 
accurate when close to 
training data



Exhaustive experiment

Path encoding; ITS; Mutation



BANANAS

Independent Thompson 
Sampling

Small mutations

Path encoding, ensemble



NASBench-101 and DARTS Results

NASBench-101 DARTS



NASBench-201 Results



Subsequent Work

[Siems et al. ‘20] [Krishna et al. ‘20]

[White et al. ‘20]

[Siems et al. ‘20]

[Yan et al. ‘20]



Conclusion

● “BO + Neural Predictor” is a powerful NAS framework
○ Encoding, surrogate model, acquisition function, 

acquisition function optimization
● BANANAS is a performant instantiation of the framework

https://github.com/naszilla/naszilla

Thanks!






