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1950s 2012 2017 2023



DenseNet (2016) 

AFNO (2022) 

Stable Diffusion (2022) 

https://towardsdatascience.com/understanding-and-visualizing-densenets-7f688092391a
https://arxiv.org/abs/2111.13587
https://arxiv.org/abs/2112.10752


https://paperswithcode.com/sota/image-classification-on-imagenet

State of the Art on ImageNet

https://paperswithcode.com/sota/image-classification-on-imagenet


1950s 2012 2017 2023



TRKSST (2022)

Diverse Tasks

TRPNJSRTNW (2022)

https://nb360.ml.cmu.edu/
https://arxiv.org/abs/2210.03324


SDDWHG (2022) 

FairNAS

DWZWHWCTYVG (2021) 

Multi-Objective

https://arxiv.org/abs/2210.09943
https://arxiv.org/abs/2006.02049


Given a search space A,



When to run NAS?

● Well-known datasets

● New datasets

● Constrained/multi-objective



Neural architecture search
  WNNS (NeurIPS 2020)
  WNS (AAAI 2021)
  WNS (UAI 2021)
  Y*W*SH (NeurIPS 2021)
  WZRLH (NeurIPS 2021)
  M*W*ZKZMSYH (ICLR 2022)
  WKTSBD ICLR-Blog (2022)
  K*W*T*Z*SH (NeurIPS 2022)
  PWJNIR (arXiv 2022)
  WSSREZDH (arXiv 2023)

Hyperparameter optimization
  BNVW (COLT 2017)
  BDW (NeurIPS 2018)
  MKVDW (NeurIPS 2022)

Bias & explainability
  SWG (NeurIPS 2020)
  LKWN (NeurIPS 2021)
  SDDWHG (arXiv 2022)

Automate the design of high-performing models
using theoretical analyses, algorithm design, and large-scale 
empirical analyses.

Enabling good scientific practices



Outline

● Introduction
● NAS

○ Algorithm design
○ Mitigating bias

● HPO: theoretical results 
● Future directions



Search Spaces

ZVSL (2018)

https://arxiv.org/abs/1707.07012


Predict the (relative) accuracy of an architecture, without fully training it

Performance Prediction

Model-based Learning curve 
extrapolation

Zero-cost proxies



Train a surrogate model

Model-Based Predictors

● Gaussian processes 
○ KNSPX (2018) 
○ JSH (2018)

● Boosted trees 
○ LTWQCL (2020) 
○ ZSZLKH (2020)

● GNNs 
○ SPXLKZ (2019)
○ WLLCBK (2019)

● Specialized encodings 
○ WNS (2019)
○ NZZWY (2020)

https://arxiv.org/abs/1802.07191
https://arxiv.org/abs/1806.10282
https://arxiv.org/abs/2007.04785
https://arxiv.org/abs/2008.09777
https://arxiv.org/abs/1911.09336
https://arxiv.org/abs/1912.00848
https://arxiv.org/abs/1910.11858
https://arxiv.org/abs/2004.01899


Bayesian Optimization

WNS (2019), SPXLKZ (2019), MCY (2019)

https://arxiv.org/abs/1910.11858
https://arxiv.org/abs/1911.09336
https://arxiv.org/abs/1905.06159


Bayesian Optimization

● Architecture encoding
● Uncertainty calibration
● Neural predictor 

architecture
● Acquisition optimization 

strategy
● Acquisition function

WNS (AAAI 2021) 

https://arxiv.org/abs/1910.11858


BANANAS

Independent Thompson 
Sampling

Small mutations

Path encoding, ensemble

WNS (AAAI 2021) 

https://arxiv.org/abs/1910.11858


Follow-up work

● Improved surrogate (WNTWHL, 2020)
● Multi-objective; NAS+HPO (GHIMSBEDLH, 2021)
● Improved acq. fn. opt. (SPBB, 2021)
● Adding LCE (Y*W*SH, 2021)
● Adding ZC Proxies (WZRLH, 2021)
● Adding ZC Proxies (K*W*Z*T*SH, 2022)

Subsequent benchmark

● NAS-Bench-301 (ZSZLKH, 2020)

https://arxiv.org/abs/2003.12857
https://arxiv.org/abs/2105.01015
https://arxiv.org/abs/2107.07343
https://arxiv.org/abs/2111.03602
https://arxiv.org/abs/2104.01177
https://arxiv.org/abs/2210.03230
https://arxiv.org/abs/2008.09777


Predict the (relative) accuracy of an architecture, without fully training it

Performance Prediction

Model-based Learning curve 
extrapolation

Zero-cost proxies

WNNS (NeurIPS 2020)
WNS (AAAI 2021)

WZRLH (NeurIPS 2021)
Y*W*SH (NeurIPS 2021)

WKTSBD (ICLR-Blog 2022)
K*W*T*Z*SH (NeurIPS 2022)

https://arxiv.org/abs/2007.04965
https://arxiv.org/abs/1910.11858
https://arxiv.org/abs/2104.01177
https://arxiv.org/abs/2111.03602
https://iclr-blog-track.github.io/2022/03/25/zero-cost-proxies/
https://arxiv.org/abs/2210.03230


WZRLH (NeurIPS 2021)

https://arxiv.org/abs/2104.01177


WZRLH (NeurIPS 2021)

https://arxiv.org/abs/2104.01177


The Omnipotent Predictor

Combine best predictors from each family

WZRLH (NeurIPS 2021)

https://arxiv.org/abs/2104.01177


How do we set up 
neural architecture search 
for a new application?



Face Recognition

https://www.nist.gov/news-events/news/2019/12/nist-study-evaluates-effects-race-age-sex-face-recognition-software

https://www.nist.gov/news-events/news/2019/12/nist-study-evaluates-effects-race-age-sex-face-recognition-software


SDDWHG (arXiv 2022) 

https://arxiv.org/abs/2210.09943


SDDWHG (arXiv 2022) 

Conv5x5-BN

Conv3x3-BN

Conv1x1-BN

Conv5x5

Conv3x3

Conv1x1

BN-Conv5x5

BN-Conv3x3

BN-Conv1x1

DPN (2018)

https://arxiv.org/abs/2210.09943
https://arxiv.org/abs/1707.01629


FairNAS

SDDWHG (arXiv 2022) 

https://arxiv.org/abs/2210.09943


Outline

● Introduction
● NAS: algorithm design
● HPO: theoretical results 
● Future directions



Data-Driven Algorithm Design



Optimization for 
one dataset

Optimization for a 
distribution of datasets

Supervised learning Unsupervised learning
(clustering)



Clustering

Input: dataset, k

● Find k clusters 
● Minimize distance to ground-truth clustering



Data-Driven Algorithm Design

…

…



Data-Driven Algorithm Design

● Fix a parameterized clustering algorithm
● Receive training set of “typical” clustering instances

How to find high-performing hyperparameters?
Will these hyperparameters have strong future performance?

● Find hyperparameters with good average performance

…



k-means



k-means



k-means



k-means



k-means



k-means



k-means



Initial centers are important!



k-means++

Low probability

High probability

d2 sampling



A new family of clustering algorithms
d   sampling

BDW (NeurIPS 2018) 

β-local search

https://arxiv.org/abs/1809.06987


A new family of clustering algorithms

BDW (NeurIPS 2018) 

β-local searchd   sampling

https://arxiv.org/abs/1809.06987


Theorem: Given      sampled clustering instances, 
with high probability for all       
|Avg performance over training set - expected performance| < ε.

A set of hyperparameters with high 
performance on the training set, also 
achieves high performance in the future

BDW (NeurIPS 2018) 

Key intuition:

https://arxiv.org/abs/1809.06987


BDW (NeurIPS 2018) 

Bound the expected number 
of discontinuities of      
   as a function of

Key insight:

Theorem: Given      sampled clustering instances, 
with high probability for all       
|Avg performance over training set - expected performance| < ε.

https://arxiv.org/abs/1809.06987


BDW (NeurIPS 2018) 

Solve for the discontinuities

Efficient algorithm:

Theorem: Given      sampled clustering instances, 
with high probability for all       
|Avg performance over training set - expected performance| < ε.

https://arxiv.org/abs/1809.06987




Generalizations

● Piecewise polynomial     (BDDKSV, 2019)
● Approx. piecewise polynomial (BSV, 2020)

Beyond clustering

● Integer Programming (BDV, 2018)
● ElasticNet    (BKST, 2022)

https://arxiv.org/abs/1908.02894
https://arxiv.org/abs/2006.11827
https://arxiv.org/abs/1803.10150
https://arxiv.org/abs/2207.10199


Outline

● Introduction
● NAS: algorithm design
● HPO: theoretical results 
● Future directions

○ Reticular chemistry
○ Climate sciences



Tackling reticular chemistry with AutoML

Kiyasseh et al. (2022)

Graph-like structures; uncertainty quantification

https://arxiv.org/abs/2205.03028


Tackling Climate Sciences with AutoML

TRPNJSRTNW (2022)

Rolnick et al. (2018)

https://arxiv.org/abs/2210.03324
https://arxiv.org/abs/1906.05433
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