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One-slide summary:

● We give a new technique to create surrogate 
NAS benchmarks with realistic learning 
curves

● We create NAS-Bench-111, 
NAS-Bench-311, and 
NAS-Bench-NLP11

● We use these to show 
popular NAS algorithms 
can be further improved 
by adding learning curve 
extrapolation



● Notoriously challenging to give fair 
comparisons [Li & Talkwalkar 2019], [Hutter 
& Lindauer 2020]
○ Computationally intensive
○ No common search spaces

Neural architecture search

https://arxiv.org/abs/1902.07638
https://arxiv.org/abs/1909.02453
https://arxiv.org/abs/1909.02453


Tabular NAS Benchmarks

Train all architectures in a search space

Used to simulate NAS experiments

● NAS-Bench-101 [Ying et al. 2019]
○ Size 423k

● NAS-Bench-201 [Dong & Yang 2019]
○ Size 15k

NAS-Bench-101

https://arxiv.org/abs/1902.09635
https://arxiv.org/abs/2001.00326
https://arxiv.org/abs/1902.09635


Surrogate NAS Benchmarks

● NAS-Bench-301 [Siems et al. 2020]
○ Based on DARTS search space
○ Size 1018

Enables much larger NAS Benchmarks

Training set

https://arxiv.org/abs/2008.09777


NAS Benchmarks

No learning curves - can only simulate black-box algorithms!



NAS Benchmarks

No learning curves - can only simulate black-box algorithms!



Roadmap
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● Generating Learning Curves
● Evaluation
● The Power of Learning Curves
● Conclusion



Generating Learning Curves

We can’t just use a surrogate model 
to predict the entire learning curve

Generating realistic noise is critical

This would lead to de-noised learning curves

NAS-Bench-301

https://arxiv.org/pdf/2008.09777.pdf


Generating Learning Curves

Goal: given architecture encoding, predict a distribution

Generating realistic noise is critical



Two-part technique

(1) Predict mean LC (2) Predict noise



Predicting the mean learning curve

SVD helps to reduce the noise

Compress the 
learning curves 
from the training set

Predict only the top 
5 principal 
components



Predicting the mean learning curves



Noise modeling

Compute the residuals, then use a sliding window to approximate STDev’s



Full technique



NAS-Bench-x11

We create

● NAS-Bench-111
○ Created a new training set of size 1500

● NAS-Bench-311
○ Used the 60k architectures from NAS-Bench-301

● NAS-Bench-NLP11
○ Used the 14k architectures from NAS-Bench-NLP
○ Improved by adding acc’s from first three epochs

API and surrogate benchmarks: https://github.com/automl/NAS-Bench-x11 

https://github.com/automl/NAS-Bench-x11


Evaluation (mean learning curves)

Similar rank correlation to a 3-seed tabular benchmark



Evaluation (noise model)

Spike anomalies

Compare probability of anomalies 
of surrogates vs. real data 
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Learning Curve Extrapolation (LCE)

Used to speed up 
black-box NAS 
algorithms

● Reg. Evolution, 
BANANAS, local 
search, etc

[Domhan et al. 2015], [Baker et al. 2017]

Use LCE to stop training bad architectures early

https://ml.informatik.uni-freiburg.de/papers/15-IJCAI-Extrapolation_of_Learning_Curves.pdf
https://arxiv.org/pdf/1705.10823.pdf


LCE Framework



Conclusions & Future Work
● New technique: surrogate benchmarks with full training information

○ Learning curves with realistic noise

● NAS-Bench-111, NAS-Bench-311, NAS-Bench-NLP11
● Framework to add LCE to black-box NAS algorithms

Code: https://github.com/automl/NAS-Bench-x11

Thanks!

https://github.com/automl/NAS-Bench-x11

